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Abstract

Perceptual processes are becoming more and more complex as new observations and research
in the field of Digital Image Processing are published. The discoveries of the last decades have
notably modified the image that we traditionally had of the Human Visual System and visual
perception. The main objective of this work is to draw up an inventory of the main functions of
the Human Visual System and its components. We will highlight the interest of using models
of the Human Visual System to develop image processing tools, more particularly, in the field
of individual recognition. Indeed, it is recognized that the HVS can overcome a certain number
of difficulties commonly encountered in computer vision. We will also develop aspects relating
to functions and processes associated more immediately with the Human Visual System. We
will highlight the most important properties, namely, Local Band-Limited Contrast, Contrast
Sensitivity Function and masking effect.

metadata91F2003D10, 68T45visual perception, HVS modeling, limited band local contrast, contrast
sensitivity function, masking effect

1 Introduction

Human vision remains a great mystery to researchers in the field of neuroscience. Indeed, of our
five senses, it is vision that uses the most neurons in our brain. Human vision remains a great
mystery to researchers in the field of neuroscience. Indeed, of our five senses, it is vision that uses
the most neurons in our brain.

In recent years, a new research has been undertaken to study the behavior of the Human
Visual System. Knowledge of this is particularly interesting in image processing insofar as most
applications are intended to provide images viewed and used by humans. This line of research
remains very broad and diverse. It opens so many doors to explore. It has been widely developed
in the literature. This has allowed the recent appearance of new information and communication
technologies. This discipline has different categories, the most inclined are those of compression,
coding [1] [2], quality evaluation [3] [4] [5], pattern recognition, cryptography and many more.

The objectives are multiple and aim, firstly, to explain how the brain produces elaborate visual
reproductions of the world, based on scarce visual information and, secondly, to create mathematical
models to meet the requirements of certain very specific applications.

The visual system of the brain receives very little information despite the multitude and quantity
of information contained in the images perceived by humans.

Modeling any biological system requires knowledge of the biological stages of information pro-
cessing [6]. We are interested, more particularly, in the modeling of the HVS. The HVS appears as
a multi-sensor system, gradually integrating spatial information, color, depth, spatial frequencies
and movement of our environment.
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The mechanisms and functioning of the HVS have already been the subject of detailed studies
in numerous theses, notably [3] [6] [7], . . .

In this article, we briefly present some basic notions of visual perception. Subsequently, we will
present the main characteristics and functionalities of the HVS with an emphasis on the calculation
of the local contrast, the CSF, the multi-channel decomposition and the masking effect. Some of
these properties have caught our attention in the context of our modeling work on HVS applied to
the biometric recognition of individuals [8].

2 Visual perception

Multitudes of questions arise: What is visual perception? How does it work? What is the process
of perception? What are the mechanisms of perception?

From a more general perspective, the role of visual perception often goes beyond the simple
function of gathering information. Visual perception contributes significantly to conceptualization
[9] [10].

Visual sensitivity is considered to be one of the most developed sensory modalities in humans.
The human eye is complex and is made up of many organs involved in human visual perception,
from the retina to the sensorimotor system [11].

Among the various ways of studying visual perception, researchers have adopted, for the past
forty years, a concept known as ”information processing”. According to this approach, perceptual
mechanisms are a set of operations performed by the brain on the signals that our sensory receptors
pick up in the environment.

The information formed by these biological signals will be used in two different ways. On the one
hand, they are used more or less automatically in the regulation of motor behavior. However, some
of these automatic behaviors also involve knowledge. The information received can, on the other
hand, be interpreted in terms of objects and events of the outside world, based on the knowledge,
representations that we previously have in memory [10].

3 Modeling of the HVS

The modeling of the Human Visual System stems mainly from its biological and functional structure,
as well as from psychophysical experiments [6]. We are going to present the properties of the human
visual system that we think are the most important. We can find in [12], an exhaustive description
of the anatomical aspects of the HVS and the visual models of the literature.

In this section, we will present respectively the perception of luminance, the computation of the
contrast, the function of sensitivity to the contrast.

3.1 Perception of luminance

Understanding the process of visual perception is an element to consider when modeling the HVS.
The perception of an area of the image generates three types of sensations. The sensations of hue
and saturation are linked to the chromaticity of the observed area while the sensation of luminosity
reflects the perceived luminance [6].

The Human Visual System, being naturally confronted with a significant dynamic of light inten-
sity, adaptation mechanisms have been put in place allowing it to maintain its sensitivity both in
conditions of significant illumination (photopic conditions), as well as in low illumination conditions
(scotopic conditions) [7].

Figure 1 illustrates the spectral sensitivity of the human eye:
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Figure 1. Relative Spectral Sensitivity of the human eye in photopic and scotopic vision [13]
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Figure 2. Brightness contrast

3.2 Contrast sensitivity

The response of the Human Visual System depends more on local variations in luminance (∆L) with
respect to the surrounding luminance (L), than on absolute values of luminance. This property is
known under the Weber-Fechner law. This is one of the first quantitative models of the perception
of luminance.

In other words, the contrast is defined as a relative measure of variation in the luminance of a
region (target luminance) relative to the luminance of surrounding regions (background luminance).

Indeed, a medallion, of average luminance, presented on a dark background appears lighter than
this same medallion presented on a light background (Figure 2).

The relative change in luminance is measured through what is called contrast. Mathematically,
Weber’s contrast is modeled by the relation:

∆L

L
= CW (3.1)

This law indicates that if on a uniform background of luminance L, called adaptation, a
medallion-type stimulus of luminance ∆L+L is superimposed (Figure 2), the ratio ∆L/L is practi-
cally constant in a wide range of luminosity.

Figure 3 illustrates Weber’s experiment
In the range of medium and high luminance, Sakmann and Creutzfeld, in [14], confirmed and

adopted Weber’s formulation. On the other hand, in low luminances, Moon and Spencer, in [2]
and [15], detected a slight inconsistency, and therefore they made a correction giving rise to the
following expression:

∆L

L
= (

CW

L
)(0.456 +

√
L)

2
(3.2)
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Figure 3. Weber’s experiment

At the detection threshold, and when the luminance increases, the ratio ∆L / L tends towards
the Weber constant CW. This constant depends on the geometry and size of the stimulus [6]. The
threshold contrast, also called the detection threshold or visibility threshold, is the minimum value
of contrast necessary for a change in light intensity to be detected.

Often, models are built from experimental results on the detection of sinusoidal signals that use
Michelson’s definition of contrast.

Contrast is therefore defined as the ratio between the local intensity of an image and its average
intensity:

C =
Lmax − Lmin

2Lmoy
(3.3)

Where: Lmax and Lmin correspond to the maximum and minimum luminance values respectively.
It should be noted that there is a large number of definitions of contrast, adapted to more or

less complex stimuli. In the case of sinusoidal stimuli, Michelson’s formula (3) is generally adopted.
The Local Band-Limited Contrast proposed by E. Peli [16] is much more complex and reflects

the very important fact that the perception of a detail of the image also depends on its local
environment.

The calculation of the local contrast supposes a decomposition of the image into visual sub-bands
and is defined by the ratio between the local luminance of a given sub-band and the local mean
luminance relating to this channel, i.e. for the considered site (m, n), the sum of the luminance of
all the radial sub-bands lower than the sub-band:

Ci(m,n) =
Li(m,n)∑i−1

k=0 Lk(m,n)
(3.4)

Where: i represents ith the radial channel
The denominator represents the local average luminance which corresponds to all the channels

of spectral support lower than that of the ith channel.
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3.3 Contrast sensitivity functions (CSF)

In order to determine the contrast sensitivity of the HVS, several studies have been carried out.
One of the first experiments on frequency behavior is that of Campbell and Robson [17].

One of the most important features of creating visual models is the decrease in sensitivity for
high spatial frequencies. This phenomenon is modeled by the contrast sensitivity function (CSF).

Several achromatic CSF are detailed by Barten in [18]. The CSF curve (Figure 4) is usually
assimilated to the transfer function of a linear spatial filter at low and high frequencies. Visual
sensitivity is maximum for medium spatial frequencies; it decreases for higher frequencies. This
filtering comes from the low-pass behavior of the lens and the pupil, as well as the limited number
of retinal cells per unit length.

The CSF therefore describes the evolution of visual sensitivity, i.e. the inverse of the contrast of
a signal at its visibility threshold, most often as a function of spatial frequencies and the orientation
of the signal to detect.

Most of the time, the models proposed in the literature are developed, most of the time, from
experimental results on the detection of sinusoidal signals using Michelson’s definition for contrast.
The fact that the real signals are composed of multiple frequencies implies variations of the visibility
thresholds, these variations reflect what is called the masking effect. This phenomenon will be
explained later.

4 Multi-channel organization

Several physiological evidences reveal that the cells of the visual system are tuned to certain types
of visual information such as color, orientation or frequency.

The results of psychophysical experiments suggest the existence of groupings of information prior
to its processing [20], which consolidates the hypothesis of the spatio-frequency decomposition of
HVS into visual or perceptual channels.

Sakrison remarks that if we present a stimulus containing several frequency components, only
the fundamental component will set the visibility threshold [21]. This decomposition leads to
the definition of several filters which characterize the sub-bands or the perceptual channels [22].
The characteristics of the decomposition are generally described in terms of radial and angular
selectivities.

Watson and Daly have detailed the necessary conditions and properties of linear transformations
used to model the natural spatio-frequency selectivity of the Human Visual System [23] [24].

In the literature, there are many ways to implement the decomposition into spatial frequency
channels aimed at approaching the behavior of the Human Visual System [25].

Regarding the design of our biometric recognition system [8], we opted for the use of perceptual
channel decomposition of the Human Visual System. This modeling, widely described, among
others, in [3] [6] [26], is given in figure 5 [7]. It consists of four radial frequency domains, called
crowns, indexed from I to IV.

The ring I corresponds to the spatial frequencies between 0 and 1.5 cy/d° (cycles per degree).
Domain II corresponds to frequencies between 1.5 and 5.7 cy/d°, domain III at frequencies between
5.7 and 14.2 cy/d° and domain IV at frequencies between 14.2 and 28.2 cy/d° [20].

The angular selectivity depends on the frequency domain considered. There is no selectivity
highlighted for low frequencies (ring I). For domain II, an angular selectivity of 45° was measured
in which four channels oriented for this domain, indexed from 1 to 4, were defined. For domains
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Figure 4. Curve of the Contrast Sensitivity Function according to the Mannos model [19]
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III and IV, the angular selectivity measured was 30°. For each of these two domains, six oriented
channels, indexed from 1 to 6, are defined [6]. It should be noted that the band widths of crowns
II, III and IV are respectively 1.9 octaves, 1.3 octaves and 1 octave [26].

The representation space is therefore decomposed into seventeen visual channels distributed as
follows [7]:

� A mono-directional BF channel (zone I) without angular selectivity.

� Three radial frequency bands decomposed into angular channels whose number depends. on
the radial band considered:

– One band (zone II) 1.5 cy/d° containing four angular channels (45°).

– Two bands (zone III) 5.7 cy/d° containing six angular channels (30°).

– Three bands (zone IV) 14.2 cy/d° containing six angular channels (30°).

Figure 6 illustrates part of the architecture of our biometric recognition system [8].

4.1 Spatial decomposition of information

The spatial decomposition of the HVS information into different channels occurs according to radial
selectivity (from 1 to 2 octaves), and angular selectivity (from 20 to 60 degrees) [6].

There are several decompositions. We can cite as examples:

� Watson’s Cortex Transform [23].

� The Two-Dimensional Transformations of Gabor [27].

� Pyramidal Transformations [28].

� Transforms into Classic 2D Wavelets [29].

5 Time decomposition of information

In the literature, the temporal decomposition of information is not as clear as the spatial decompo-
sition. However, what follows is the existence of two mechanisms, one low pass and the other band
pass [23] [30]. Sustained and transient channels are mentioned respectively.

6 Masking function

The main problem for modeling masking effects lies in the complexity of the phenomena stud-
ied which results in a multitude of experimental conditions. Classical experiments measure the
probability of detection of a sinusoidal signal in the presence of a signal also masking sinusoidal
[20].

These experiments relate to masking:

� between signals of different orientations [31].

� between signals of different spatial frequencies [32].

� between chromatic and achromatic signals [33].
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Figure 5. Decomposition of the representation Space into Perceptual Channels [7]
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Figure 6. Block of the architecture of biometric recognition
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Figure 7. Frequency response of the sustained and transient visual channels of the time decom-
position of information [30]
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Recently, contrast gain control models have seen notable success because they also predict
visibility thresholds of single signals well. Initially developed by Teo and Heeger [34], these models
are constantly refined in order to explain the multiple interactions between visual channels or the
components of the color space [35] [36].

6.1 Spatial masking

Signals with similar characteristics are processed by the same visual channels and therefore follow
the same path from the eye to the cortex. There are interactions with nonlinear effects between
such neighboring signals.

Masking, or masking effect, is one such effect. It reflects the variation of the differential visibility
threshold of a stimulus due to the presence of another signal in its vicinity, qualified as a masking
signal, having a higher level [6].

The masking effect is all the more important as the two signals have similar characteristics.
This is referred to as a masking effect both in the case of the increase in the differential visibility
threshold, and in the case of the decrease in the threshold value. In the first case, it is about
masking in the proper sense (masking effect), while in the second case it is about what is called
facilitation (pedestal effect) where a signal will increase the visibility of another [6].

The masking effect has been the subject of numerous studies because of its importance in the
various axes of image processing. Different models have been proposed in the literature [24] [31]
[32] [34] [37] [38].

In a space of visual representation of information with several channels and components, it is
possible to dissociate the different origins of masking effects [6]:

� The most important is intra-channel masking which explains the relationships between signals
processed by the same channel. In other words, it results in an interaction between stimuli
and masking signal having similar characteristics (frequency, orientation, component).

� Inter-channel masking which characterizes the influences between stimuli and signal masking
different characteristics, that is to say not belonging to the same channel, but belonging to
the same component.

� Inter-component masking which reflects the interactions between signals carried by different
components.

6.2 Temporal masking

As in the case of spatial masking, temporal masking reflects a change in the visibility threshold of
a signal due to the presence of another signal. This change in the visibility threshold is due to the
interaction of temporally adjacent stimuli. These masking effects are less well known than those
encountered in the space field.

Temporal masking is concerned with how two temporally close stimuli interact. The answer is
complex and depends on many factors such as:

� the spatial structure of the masking signal,

� the similarity between the spatial characteristics between the target and the masking signal,

� the time interval between the target and the masking signal,
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� the difference in luminance between the target and the masking signal,

� etc.

In studies on temporal masking, we are interested in the masking effects due to strong temporal
discontinuities, such as changes of plan or rapid transitions (dark-light, light-dark) [12] [39].

7 Conclusion

Recognition methods have been widely studied for several years with the aim of achieving perfor-
mance close to those observed by humans. The fields of application are very diverse. They are
found in digital image compression, pattern recognition, ...

Studies on psycho-visual modeling are likely to bring innovative elements to the field of recog-
nition.

The purpose of this work was to present the HVS and more particularly the existing models of
some of its properties. We have covered some important concepts on visual perception. We have
also made a summary of the main characteristics of the HVS.

The properties of the HVS that interest us are those of interest in a recognition context. We
have chosen to focus on the Local Band-Limited Contrast and the Contrast Sensitivity Function
because of their preponderant role in perception.
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